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The variability in the behavioral equilibrium established by six basic schedules was charactcrized.
The measures were the pause preceding the first response in each interreinforcement interval; the
mean rate of responding in each interreinforcement interval; and the relative frequency of each
interresponse time. The temporal windows ranged across the 780-session exposure, across a session,
and across the interreinforcement intcrval. A display of individual intcrresponse times as a function
of time in the interreinforcemcnt intcrval indicated clear recurrent responding at somewhat less than
3 Hz in every bird, even after extended exposure to a schedule and regardless of the contingency. No
strong sequential dependencies in the interresponse-time distributions were identified. A simulator,
based on a simple recurrent pulser, was presented that produced output similar to the obtained data.
An archival data base of the behavior chronically maintained by the simple schedules was also generated.
Key words: dynamics, variability, chronic exposure, structure, automatic, interresponse time, se-

quential organization, key peck, pigeons

Psychology may be seen as the explanation
of behavior change. The origin of that change
is, therefore, at the heart of the science. Con-
tingencies of reinforcement are used to good
effect to explain the distribution of behavior
between two simultaneously or consecutively
presented schedules (Davison & McCarthy,
1988; Herrnstein, 1970), to a lesser effect to
explain the distribution within a fixed tem-
poral interval (Gibbon, 1977; Palya, 1985),
and to poor effect to explain the various changes
in behavior that continue to occur even after
extended exposure to unchanging conditions
(Zeiler, 1979).
Three general styles of explanation for

chronic variability have been advanced: over-
compensating homeostatic processes such as
response strength mechanisms (Herrnstein &
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Morse, 1958) or stimulus control mechanisms
(Ferster & Skinner, 1957), external pertur-
bations or noise (Sidman, 1960), and intrinsic
variability. But precisely why homeostatic
mechanisms fail eventually to dampen is left
unexplained, and how what in truth are typ-
ically small amounts of random noise can over-
power what are generally very strong schedule
effects also remains unexplained. Finally, the
postulation of an intrinsic cause for a phenom-
enon fails to provide a very useful explanation.
The emergence of an analytical paradigm

based on nonlinear dynamics or chaos (Gleick,
1987) has provided a fourth alternative. Cha-
otic processes are simple deterministic systems
that show continual, apparently random vari-
ation, much like the anomalous variability seen
in operants maintained under steady-state con-
ditions. It is interesting to note that Zeiler's
(1979) characterization of the chronic vari-
ability in interval schedules-"the number of
responses per reinforcement is highly variable,
but it does not seem to follow a totally random
pattern" (p. 113)-is remarkably similar to
the subsequent descriptions of chaotic pro-
cesses advanced by researchers in a wide va-
riety of disciplines.
The present paper characterizes the chronic

variability in behavior maintained under some
"simple" contingencies of reinforcement. The
behavioral variability in individual pigeons is
depicted across various temporal windows. The
paradigmatic perspective is that exposure to a
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contingency establishes a dynamic rather than
a static behavioral equilibrium (Zeiler, 1979).
The goal of the research is to document better
the dynamic nature of that equilibrium. Birds
were chronically exposed to the contingencies
in order to obtain reliable estimates of the vari-
ability, to determine the degree to which the
dynamics changed with extended exposure, and
to provide a data base large enough to make
any chaotic pattern in the dynamics apparent.

METHOD
Subjects

Six adult, experimentally naive White Car-
neau pigeons obtained from a local supplier
were used. They were housed under constant
illumination in individual cages with free ac-
cess to water. All were maintained at approx-
imately 80% of their free-feeding weights with
pelletized laying mash.

Apparatus
Three experimental chambers were used.

The interior of each was a 30-cm cube painted
white. A stimulus panel served as one wall of
the chamber. It had a feeder aperture 5 cm in
diameter, medially located 8 cm above the grid
floor. Three response keys, 2 cm in diameter,
were located 9 cm apart, 19 cm above the grid
floor. They required approximately 0.15 N to
operate and had 30-ms debounce times. Only
the center key was used. The translucent Plexi-
glas key could be transilluminated yellow-green
by a stimulus projector containing a Rosco
(#878) theatrical gel. Two houselights were
located 28 cm above the grid floor and 9 cm
apart. Ventilation was provided by an exhaust
fan mounted on the outside of the chamber. A
white noise generator in each chamber, as well
as in the room itself, provided ambient mask-
ing noise. The houselights and keylight were
off and the magazine light was on during food
presentation. Each session typically contained
40 food presentations, as determined by the
bird's body weight that day. Stimulus events
were controlled and key pecks were recorded
by a computer system (Walter & Palya, 1984).

Procedure
The effects of chronic exposure to a schedule

of reinforcement on the dynamics of operant
key pecking were observed with 6 pigeons.
Each of six basic schedules was implemented

with a different bird. Each bird was exposed
to those procedures daily. The present results
included data across 780 sessions of exposure
to the same contingencies. The schedules were:
fixed-interval 60 s (FI 60); fixed-ratio 60 (FR
60); variable-interval 60 s (VI 60); variable-
ratio 150 (VR 150); differential reinforcement
of high rate, implemented as a VR 80 com-
posed entirely of IRTs less than 0.8 s (any
IRT exceeding the criterion reset the ratio;
DRH 80/0.8); and differential reinforcement
of low rate 20 s (DRL 20).

Following magazine training and manual
key-peck shaping, the schedules were adjusted
over the course of several weeks to the above
values so that each schedule provided approx-
imately 60 reinforcers per hour. The DRH
schedule was initially implemented as a DRH
80/0.4. After 90 sessions it was changed to a
DRH 80/0.8. The DRL was initially imple-
mented as a DRL 15 schedule. After 60 ses-
sions it was changed to a DRL 20 schedule.
The FR was initially implemented as an FR
75. After 60 sessions, it was reduced to an FR
70; after 30 more sessions, it was further re-
duced to an FR 60. The variable schedules
were initially based on exponential values
(Fleshler & Hoffman, 1962). After 150 ses-
sions the distributions of values underlying the
VI, VR, and DRH were changed to rectan-
gular distributions of values. Following ap-
proximately 200 additional sessions, these
schedules were returned to exponential distri-
butions. Only the sessions following stability
under the final schedule parameters were in-
cluded in the summary presentations. The per-
formance maintained by the DRH schedule
began to deteriorate after about a year's ex-
posure to the schedule. Compensatory changes
in schedule requirements negated the useful-
ness of the subsequent data to characterize
variability independent of schedule changes.

Complete interevent time records, to the
nearest millisecond, were obtained and stored
by the experiment-control computer network.
Each stimulus and response event was re-
corded with respect to its time of occurrence
and was permanently archived. Data analyses
were subsequently carried out on these ar-
chived interevent times.

RESULTS
The results were grouped with respect to

schedule, measure, and temporal window. The
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schedules were the six basic contingencies pre-
sented in the procedure section. The measures
were the preresponse pause (PRP) or the pause
preceding the first response in each interrein-
forcement interval (IRI), the mean rate of re-
sponding in each IRI, and the relative fre-
quency of each interresponse time (IRT). The
temporal windows ranged across the entire pe-
riod of exposure to the contingencies, across a
session, and across the IRI. These windows
document, to use a broad interpretation of
Skinner's (1938) terminology, deviations of the
first, second, and third order, respectively. Be-
cause of the importance of characterizing the
variability within a bird's behavior, the axes'
scales were a compromise between providing
for an immediately apparent comparison of
schedules and most clearly illustrating the
variability within a frame.

Preresponse Pause Measure
Figure 1 presents the dynamics in the pre-

response pause under each of the schedules.
The schedule is indicated in the upper left
portion of each frame. The left column depicts
the relative frequency of each pause length for
each bird across its exposure to the final pa-
rameter values for the indicated schedule. The
x axis depicts seconds of pause, and the y axis
depicts the percentage of pauses of each length.
The mean and standard deviation of the data
set, with the top and bottom 0.5% excluded,
are given in the upper right quadrant of each
frame. The sessions over which the density
data were obtained for a bird are indicated in
the right-most frame in each row with a marker
along the x axis (the lower when there are
two). The left column shows that the major
portion of the distribution of initial pauses was
relatively symmetrical for the Fl and DRL
schedules, whereas the remaining distributions
were more (FR) or less (VR) positively skewed.
As would be expected, the mean PRPs for the
Fl and FR schedules were comparable, as were
those for VI and VR. There was, however, a
substantial difference in the symmetry of the
distribution of PRPs for the FI and FR sched-
ules. The mean PRP was the shortest for the
DRH schedule, whereas the mean for the DRL
schedule centered on the DRL requirement.
The center column of Figure 1 depicts, for

each of the indicated schedules, the duration
of the pause preceding the first response in
each of the initial 2,000 consecutive IRIs (left
portion) and each of 2,000 consecutive IRIs

following extensive experience (right portion).
These data were taken from the earliest and
latest sessions depicted in the right-most frame.
Each half of the frame shows the data for each
trial over the course of approximately 50 ses-
sions. Consecutive IRIs are depicted across the
x axis. Pause length is depicted on the y axis.
(Note that the x axis is compressed.) The data
are depicted with no lines connecting the con-
secutive points so that the visual weight of the
figure is carried by the data rather than by the
lines connecting those data. Because the 2,000
consecutive PRPs extended across multiple
sessions, any systematic changes in the PRP
across a session would contribute to this de-
piction of variability. However, these effects
do not contribute to the apparent cyclicities
shown in these frames in that the x-axis extent
of each session is only approximately two dot
diameters wide. As noted in the procedure sec-
tion, some schedules were changed across the
initial sessions of exposure to adjust the re-
inforcement rate. As a result, the first 2,000
IRIs for the FR, DRH, and DRL birds por-
tray both a schedule effect and a learning ef-
fect, as well as residual variability.
The variability in the PRP showed some

changes across the approximately 700 sessions
that intervened between the data shown in the
left and right portions of each frame; however,
there was surprisingly little decrease in the
variability considering the amount of experi-
ence separating those windows. In general, the
frequency of short pauses decreased under the
FI contingency, and the variability in the pause
preceding the first response actually increased
under the VI and VR contingency. The DRL
schedule produced a very stable pattern of ini-
tial pauses, which was apparent in both this
column and the right-most column. The
changes in behavior under the DRH schedule
illustrated in this frame include those that oc-
curred as a result of the schedule adjustments.
The right column in Figure 1 portrays the

mean seconds of pause preceding the first re-
sponse for each of the 780 consecutive sessions
with a point. Mean seconds of pause for a
session is depicted on the y axis, and consec-
utive sessions are depicted across the x axis.
The most obvious effect across exposure to the
procedure was the increase in the PRP asso-
ciated with the change from an exponential to
a rectangular distribution of values in the vari-
able schedules. This procedural change is in-
dicated with a marker along the x axis (the
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upper one). This schedule-dependent effect was
not the focus of the present paper, and none
of the comparisons included these data. The
changes in the left-most portion of each of these
frames were also outside the scope of the paper.
Those changes documented the initial behav-
ioral adjustments to the schedules and the
changing contingencies. Of present interest are
the residual variability in the session-to-ses-
sion averages, the slow oscillations, and the
systematic trends across the course of the ex-
periment. The clearest trend was apparent in
the final portion of the DRH schedule. It doc-
umented the slow collapse of the behavior noted
earlier. It included the schedule adjustments
across the same period and was therefore not
especially informative. The slow decrease and
subsequent transient increase in the PRP un-
der the constant FR schedule was notable, but
is presently inexplicable. The session-to-ses-
sion variability in the PRP increased under
the exponential schedules, but otherwise was
generally constant across most of the exposure
to the contingencies. The PRP under the FR
schedule exhibited the greatest reduction in
variability, but that was confined to the first
200 or so sessions.

Rate Measure
The dynamics in the rate of responding is

depicted in Figure 2. Except for the change in
the dependent measure, and the resulting
changes in axis labels, the format of this figure
and its component frames are the same as in
Figure 1. The left column presents the major
portion of the relative density of the mean re-
sponse rates in the IRIs. The distributions of
rates in the Fl, FR, and VI schedules were
relatively symmetrical, whereas the distribu-

tions in the other schedules had more asym-
metrical tails. The rates were, as would be
expected, higher for DRH and VR and lower
for DRL and Fl.
The changes in the mean response rate in

each of the initial 2,000 IRIs and the final
2,000 IRIs are depicted in the center column
of Figure 2. Although mean rate changed in
several cases, substantial reductions in vari-
ability did not occur over the approximately
700-session separation between the windows.
The clearest decrease in variability was ex-
hibited by the DRL schedule. The response
rates under the FI schedule also showed some
reduction in variability. The change in the FI
rates occurred mostly as the result of a decrease
in the frequency of higher mean rates. Slow,
somewhat periodic oscillations, similar to those
used to describe response count variations in
FI schedules by Dews ("irregular periodicity
that was seen as a waxing and waning of the
prevailing numbers of responses in sequences
of intervals"; 1970, p. 59), occurred under the
FI and FR schedules and to a lesser extent
under the initial exposure to the VI schedule.
The right column of Figure 2 shows the

changes in the mean rate for each consecutive
session. The rectangular distribution of values
for the variable schedules had a surprisingly
small effect on the rate measure considering
the change in the amount of the interval oc-
cupied by the PRP. The Fl and VI schedules
controlled a general decrease in rate across
exposure to the schedules. FT rates showed the
largest decrement, but that was confined to the
first 100 or so sessions. There was an increase
in the FR rate, consistent with the decrease in
the PRP for that bird shown in Figure 1. Re-
sponding under the DRL schedule showed a

Fig. 1. The variability in the latency to the first response in each IRI for each schedule. The left column presents
the density distribution, the center column presents each of the first 2,000 and last 2,000 PRPs, and the right column
presents the mean PRP for each session of the experiment. Each row presents the data for the schedule indicated in
the upper left corner of its frames. The lower marker bars in the right column indicate sessions from which data for
the left column were drawn. See text for explanation of upper marker bars.

Fig. 2. The variability in the mean response rate in each IRI for each schedule. The left column presents the
density distribution, the center column presents the mean rate for each of the first 2,000 and the last 2,000 IRIs, and
the right column presents the mean rate for each session of the experiment. Each row presents the data for the schedule
indicated in the upper left corner of its frames. Marker bars in the right column provide the same information as in
Figure 1.
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substantial initial decrease in rate followed by
stable rates throughout the remainder of the
experiment. In general, the variability in the
mean session rate, from session to session across
the entire experiment, showed little change,
similar to the PRP measure.

Session Window
Figure 3 portrays the changes in PRP, rate,

and the percentage of IRTs in each of five bins
over the course of a session. Each consecutive
data point in each frame is the mean for that
measure during that ordinal IRI, across the
entire block of sessions marked in the right
columns of the first two figures. Each set of
whiskers provides the first and third quartiles
of the distribution of that measure for that
IRI. An additional measure relevant to the
interpretation of the data in all three frames
characterizing the data for a particular sched-
ule is presented in the frames of the center
column. The dotted function in those frames
indicates the percentage of sessions that ex-
tended for that number of IRIs. Data points
presented in the right-most portion of each
frame often are based on less information than
the data points in the left-most portion of each
frame.
The left column in Figure 3 depicts changes

in the mean pause before the first response,
for each consecutive IRI in a session. The y
axis designates seconds of pause, and the x
axis indicates ordinal position in the session.
The first data point in each frame indicates
the time from session start to the first response.
With the exception of the first few IRIs, mean
PRP and the quartiles of the distribution for
the PRPs in each ordinal position remained
relatively constant throughout the session. The
FR, VR, and DRL schedules controlled the
greatest change across the first few IRIs, and

the pauses under the DRH and FI schedules
showed the least. The changes in the PRP
across the session under the DRL schedule
were consequential. Early in the session most
PRPs fell well below the DRL requirement,
but later in the session most PRPs approxi-
mated the 20-s IRT requirement. The pre-
mature responding (the bulk of the IRTs be-
tween 5 s and 15 s) can also be seen in the
frame depicting the distribution of IRTs across
the IRI for the DRL schedule (Figure 4) as
well as in the subsequent frames depicting in-
dividual IRTs.

Changes in the mean response rate for each
IRI across the consecutive IRIs of a session
are depicted in the center column of Figure 3.
The y axis designates response rate, and the
x axis indicates ordinal position in the session.
The FI and DRH schedules controlled a slight
increase in rate across the session. Otherwise,
most schedules controlled relatively similar
mean rates and distributions of rates across the
entire session, with the exception of the first
few IRIs. These frames present a picture sim-
ilar to those depicting PRP and lend support
to the practice of excluding the data from the
first few IRIs of a session when calculating
summary statistics intended to represent typ-
ical performance.
The right column of Figure 3 presents the

relative proportions of IRTs in each of five
bins across the consecutive IRIs in a session.
The y axis specifies the proportion of IRTs in
each bin, and the x axis depicts position in the
session. The bin boundaries are selected in-
dividually for each bird and can be most easily
specified by reference to Figure 5. The solid
line depicts the band of IRTs that centers at
approximately 0.35 s (the "main band") and
extends for half its period in either direction.
The first and second subharmonics of this band

Fig. 3. The changes in the PRP (left column), mean response rate (center column), and IRT distribution (right
column) across the consecutive IRIs of a session for each schedule. The center column frames are also used to indicate
the percentage of sessions (dashed lines) contributing data to each ordinal IRI for each schedule. The dashed function
depicts the percentage of opportunities. Each row presents the data for the schedule indicated in the upper left corner
of its frames. Each function in the right column is for a separate range of IRTs. See text for further description of
functions in the tight column.

Fig. 4. The changes in the PRP (left column), response rate (center column), and IRT distribution (right column)
across the IRI for each schedule. The center column frames are also used to indicate the percentage of IRIs contributing
data to each temporal position within the IRI. The dotted function depicts the percentage of opportunities. Each row
presents the data for the schedule indicated in the upper left corner of its frames. See text for description of the functions
in the right column.
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(e.g., at 0.7 s and 1.05 s) are designated with
a dash and a dot-dash, respectively, whereas
all longer IRTs are represented with a triple
dot-dash. All IRTs below the main band are
represented with a dotted line. Behavior under
the FR, VR, and DRH schedules showed a
clear preponderance of responding at the main
band, whereas the FI and VI schedules con-
trolled a more even distribution of IRTs across
the various bands. Behavior controlled by the
DRL schedule showed responding in the band
at approximately 0.35 s, but, as would be ex-
pected, most IRTs were above the first two
subharmonics of that band (at the required
IRT of 20 s). In general, all schedules main-
tained very stable distributions throughout the
session following an initial adjustment at the
beginning of the session. There were two ex-
ceptions. The IRT distribution maintained
under the VR schedule showed a systematic
change in the proportion of responding in the
main band and in the bin of shorter IRTs.
Although this change was small with respect
to the difference in the amount of behavior
occurring in those bands, it was a trend across
the entire session. The second consistent change
across a session can be seen in the behavior
maintained by the VI schedule. This schedule
controlled a slight decrease in the proportion
of responding in the main band and an increase
in the first subharmonic (IRTs centering at
approximately 0.7 s) as the session elapsed.

Interreinforcement Interval Window
Figure 4 portrays the systematic changes in

behavior over the IRI. Each consecutive data
point in each frame is the mean for that mea-
sure during that portion of the IRI. With the
exception of the change in the temporal win-
dow and resulting changes in the axis labels,
this figure and its component frames have the
same format and axes as Figure 3. In this case,
the dotted line in the center frame indicates
the proportion of IRIs remaining in effect at
each value on the x axis.
The left column of Figure 4 depicts the

probability of a PRP extending to each point
in the IRI. It provides the same information
in a different format as that presented in the
left column of Figure 1. Roughly half of the
PRPs in the FI schedule were terminated be-
fore the midpoint of the interval, and half of
the PRPs in the DRL schedule were termi-
nated before the DRL requirement. The VI,

VR, and DRH schedules rarely generated long
pauses. The PRP under the DRH schedule
exceeded a few seconds less than 1% of the
time, whereas the PRP under the VR schedule
extended as much as 30 s in 2% of the IRIs.
Analysis of the VR pausing indicated that most
of the PRPs in excess of a few seconds occurred
in the first few IRIs of a session. This can be
seen in the frame depicting PRPs for the VR
schedule across the session (Figure 3).
The center column of Figure 4 depicts the

mean response rate at each point in the IRI.
The degree to which these changes in the mean
rate actually reflect changes in the momentary
rate, rather than simply the probability of re-
sponding, is best assessed by comparing these
rate data with the distribution of PRPs in the
left column, the IRT data in the right column,
and the IRT data presented in Figure 5. The
center column of Figure 4 shows that behavior
under the Fl and FR schedules exhibited an
increasing mean rate, followed by a subsequent
decrease, whereas the VI, VR, and DRH
schedules controlled an initial sharp increase
in mean rate followed by a somewhat constant
mean rate throughout the remainder of the
IRI. The responding in the DRL schedule
exhibited a cyclic mean rate change with a 20-s
period.
The right column of Figure 4 shows changes

in the IRT distribution across the IRI for each
schedule. The y axis designates the proportion
of responding in each bin, and the x axis des-
ignates consecutive portions of the IRI. The
IRT bin represented by each function is the
same as that used in Figure 3 and is directly
comparable to the frames in Figure 5. Al-
though this column presents the proportion of
pecks at each IRT value at each point in the
IRI, Figure 5 presents the IRTs themselves
at each point in the IRI. This column can be
seen as a summary of the data in Figure 5;
alternatively, Figure 5 can be seen as providing
the variance information for these frames. With
the exception of the first few seconds of the
IRI, the distribution of IRTs across the IRI
indicated that the IRT distribution was rela-
tively stable from reinforcer to reinforcer. The
FI schedule showed the most notable excep-
tion. There was a change in the dominant IRT
during the final quarter of the interval. The
impact of this change on the mean rate was
apparent in the rate frame for this bird im-
mediately to the left and can be seen in the
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IRT*IRI frame for this bird in Figure 5. A
second notable exception was apparent in the
frame depicting the behavior under the DRL
schedule. The spike in the function designating
the proportion of long IRTs (the triple dot-
dash line) between 5 s and 15 s was primarily
due to IRTs in that range that occurred only
early in a session. Otherwise, this line for the
most part depicts IRTs of approximately 20
s; those, of necessity, could not begin until 20
s into the interval.

Figure 5 shows individual IRTs as a func-
tion of time in the IRI (Blough, 1963). It doc-
uments patterning somewhat of the same type
as Skinner (1938) referred to as deviations of
the fourth order, because the frame details or-
ganization in the responding at a level below
that occurring across the IRI. Each frame pre-
sents each of the last 30,000 pecks under the
indicated schedule as a dot. Its y position des-
ignates the time since the preceding response
(or since food presentation in the case of the
first peck in the IRI). Its x position designates
when in the IRI that IRT occurred. With the
exception of the frame depicting DRL per-
formance, the y axis provides for IRTs less
than 3 s. The y axis for the DRL frame pro-
vides for IRTs up to 30 s. Most of the re-
sponding controlled by a schedule is contained
in its respective frame. The superimposed line
beginning in the upper left quadrant of each
frame indicates the percentage of IRIs com-
pleted by the time specified on the x axis as is
designated by the right y axis. A maximum
y-axis value for this line designates that 100%
of the intervals contributed data to that vertical
section of the frame. The line presents the same
information presented in the percentage op-
portunity function in the center column of Fig-
ure 4. In general, a decreasing density of dots
to the right side of the figure is attributable to
the few IRI excursions that were that long,
whereas an absence of dots in the left region
of a frame is indicative of preresponse pausing.
The diagonal row of dots extending from the
origin, noticeable in the left portion of the bot-
tom four frames, are the first pecks in the IRI.
The initial peck in an interval was considered
to have an IRT equal to its latency. For ex-
ample, a peck with a latency of 1 s is designated
as a 1-s IRT, 1 s into the interval; an initial
peck 5 s into the interval is assigned an IRT
of 5 s. As a result, this "first-peck line" and

its slope was forced by the ratio of the scales
on the axes.
There was a striking regularity in respond-

ing, both across the IRI and across schedules
and birds. There was a clear preponderance
of IRTs around particular unchanging values,
with fewer IRTs of intermediate value. In each
case, a prominent band occurred at approxi-
mately 0.35 s. In the case of the schedules other
than DRL, there were additional bands at in-
teger multiples of that base time (e.g., at 0.7
s and 1.05 s). This characterization was es-
pecially appropriate in the case of the DRH
schedule but was less appropriate for the VI
schedule, which controlled many IRTs of in-
termediate value. The means and variances of
the bands remained relatively constant across
the IRI. The general characteristics typically
applied to schedule-controlled behavior can also
be seen in these frames. Behavior under both
the FI and FR schedules exhibited a general
absence of responding in the initial portion of
the IRI, whereas both the VI and VR sched-
ules showed an immediate onset of responding.
Both interval schedules also controlled more
responding at subharmonics of the main band
than did the ratio schedules. This pattern of
behavior resulted in lower running rates in the
interval schedules. These characteristics had
been discernible from virtually the onset of
consistent responding, and exhibited very little
change across the remainder of the experiment.
One aspect of the data in these frames ap-

peared to be idiosyncrasies of individual birds.
The occurrence of IRTs shorter than the main
band showed substantial bird-to-bird vari-
ability. (This interpretation is supported by
comparison with data obtained from other birds
under similar procedures in this laboratory.)
In the present case, the FR and VR frames
showed a diffuse band, Fl showed two thin
distinct bands, and VI and DRH showed vir-
tually no responding below the main band.
The behavior in this class of IRTs was eval-
uated with other birds in order to determine
whether it was caused by multiple outputs from
a key attributable to the mechanical properties
of the key itself (e.g., key bounce). It occurred
with "snap action" switches (e.g., Lehigh Val-
ley keys), lever arm switches with only nor-
mally closed contacts (e.g., Gerbrands keys),
and specially designed lever arm switches that
required the "break" of a normally closed con-
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tact followed by the "make" of a normally open
contact. In addition, various idiosyncratic
properties of the band of very short IRTs were
robust across changes in the force requirement
and throw distance of the keys.
The lower right frame of Figure 5 depicts

IRTs as a function of time in the IRI under
the DRL schedule. Some of the behavioral
dynamics portrayed in this frame occurred on
a different time scale than in the preceding
frames, and their interpretation benefits from
additional explanation. As with the other IRT*
IRI figures, the termination of food presen-
tation is represented at the origin. The first-
peck line can clearly be seen in the left portion
of the frame. If an IRT exceeded 20 s, it was
followed by food and the next response was
again timed from the origin. Otherwise, the
ordinate was reset to zero while the abscissa
continued to increment, much like the resetting
of a cumulative recorder. Approximately half
of the first pecks in the IRI failed to exceed
the 20-s criterion. As time in the IRI continued
to elapse following the first response, the x,y
position appropriate for the depiction of the
next peck was incremented at the diagonal set
by the axis ratio. If another unreinforced re-
sponse occurred, the y position was again reset
to zero while the x axis continued to increment.
As long as responses failed to meet the re-
quirement for reinforcement, this sawtooth
pattern was repeated for each response.

This graphical procedure produced diago-
nal clusters at the subharmonics of the DRL
requirement and clearly illustrated the distri-
bution of IRTs around the 20-s requirement,
as well as depicting the distribution of IRTs
as a function of time since the reinforcer. The
variance along the first-peck line was attrib-
utable to the variance in the time of the first
peck. Nonreinforced first pecks reset the IRT
time to the x axis. If second pecks occurred
immediately, the variation in the latency to the
first response created the horizontal variance
in the cluster along the x axis, especially no-
ticeable between 15 and 20 s. The variance
perpendicular to the diagonal loci of the second
long IRTs was, for the most part, also attrib-
utable to the variance of the antecedent be-
havior. Variance along the diagonal, on the
other hand, was attributable to the variance of
the IRT that occurred at that subharmonic.
The sharp edge to the right of the first sub-

harmonic was attributable to the fact that none
of the IRTs exceeding the 20-s DRL require-
ment continued incrementing across the x axis,
but rather reset to the origin. The first sub-
harmonic was, as a result, primarily composed
of IRTs following the lower half of a normal
distribution of first pecks centering on a 20-s
latency to the first peck. Each successive sub-
harmonic repeated this pattern.

Sequential Dependencies
Figure 6 portrays the Lag 1 sequential de-

pendencies in the IRTs maintained by the var-
ious schedules of reinforcement (Weiss, 1970).
Each frame portrays the degree to which IRTn
was controlled by the value of the IRT that
preceded it (IRTn-,). The frames are scatter
plots or return maps (Shaw, 1984). Each of
the last 30,000 pecks and its preceding peck
are represented by a dot. The position of a dot
with respect to the y axis depicts the IRT of
peck n. The position of that dot with respect
to the x axis depicts the IRT of the preceding
peck. Therefore, the distribution of dots above
a position on the x axis depicts the distribution
of IRTs following the IRT indicated on the x
axis. A comparison oftwo vertical slices reveals
the distributions of IRTs following those two
antecedent IRTs. Therefore, any differences
in the distribution of IRTn as the result of
following an IRTn-1 of a particular duration
were made apparent by allowing a comparison
of the IRTn distribution following each pos-
sible antecedent IRTn-l.

Each frame in Figure 6 may be seen as a
graphical implementation of a contingency ta-
ble. If the clusters or cell frequencies were not
different from a joint function of the propor-
tion of pecks in each band or marginal totals,
then a sequential pattern was not demon-
strated. With the exceptions noted below, the
frames failed to show a sequential pattern in
the obtained IRTs. The density of each IRTn
IRTn-I cluster appeared to be simply propor-
tional to the number of IRTs in the bands that
formed that conjunction. Changes in the figure
going from bottom to top were essentially the
same as those going from left to right. There
was symmetry around the main diagonal.
The most obvious asymmetries occurred un-

der the DRL schedule and were the result of
food presentation. The sharp edge in the lower
right portion of the frame 20 s into the interval
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reflects the fact that if the prior IRT had been
greater than 20 s, it was followed by food, and
the next peck was unlikely to occur within the
first second following removal of the food mag-
azine (i.e., the peck following a reinforced peck
is the first peck in the next interval). An ad-
ditional insight into the distribution of IRTs
following food presentation is provided by the
distribution of PRPs in the lower left frame
of Figure 1. Because PRP and the first IRT
after food presentation are equivalent, the
frame in Figure 1 depicts the density of various
IRTs following all IRTs greater than 20 s. A
second effect of food presentation on the DRL
performance was that the distribution of IRTs
following the reinforcer (>20 s on the x axis)
was slightly skewed with respect to the dis-
tribution of IRTs following a preceding peck
(<20 s on the x axis). This difference resulted
in an apparent vertical split and upward dis-
placement of the right portion of the large
cluster of dots centered on the 20-s IRT re-
quirement. This effect is dependent on the rel-
ative dot size and is especially apparent in
large-format displays of this frame.
The second exception to the otherwise sim-

ple stochastic patterning in the various frames
of Figure 6 occurred under the VR schedule.
There was a discernible asymmetry in the clus-
ter of responding at 0.15 s and 0.22 s. In that
the sum of those two consecutive IRTs ap-
proximated the dominant main band IRT of
0.35 s, it appeared that a main band IRT was
asymmetrically split into two shorter compo-
nent IRTs. This would occur if the main IRT
band were under the control of forward and
backward head movements, while the asym-
metrical split was generated by an upper and
lower bill contact or by a key strike followed
by a sideways head movement or "flick" that
operated the key again but that did not change
the period of the forward and backward head
movement.

Although there was no sequential ordering
to the IRTs systematic enough to be apparent
in the IRTn*IRTn-1 figures, it is possible that
some more powerful quantitative index could
identify one. This would be the case especially
if that index were sensitive to sequential de-
pendencies across lags greater than one. Figure
7 depicts the extent to which any particular
IRT duration can predict some subsequent
IRT duration. This figure provides the "in-
formation stored" or "information carried for-

ward" (Shannon & Weaver, 1962) in tem-
porally successive distributions of IRTs.
Information in this context is the degree to
which the distribution of IRTs following an
IRT in one particular bin was different from
the distribution of IRTs following an IRT of
some other value. The effect could be imme-
diate, in the sense that an IRT may affect only
the distribution of the next consecutive IRT,
or the effect could occur only after some num-
ber of intervening responses. The information
would be zero if the IRT distribution were the
same regardless of the prior IRT or if the
variation were random. Potential information
would increase as the number of alternatives
increased. For example, prediction in the con-
text of two possibilities would be one bit of
information, whereas prediction in the context
of four possibilities would be two bits. The
stored information in the last 300,000 IRTs
from 0.2 s to 3.0 s for each schedule (the last
50,000 IRTs from 10 s to 30 s in the case of
DRL) was therefore determined and is pre-
sented in Figure 7. Because of the sample size,
this index is capable of identifying sequential
dependencies of a magnitude not readily ap-
parent in an IRT,*IRTn_- display. IRTs be-
low 0.2 s were excluded in order to remove as
much of the sequential information in upper
and lower beak hits from the measure as was
practical with an arbitrary criterion. The IRTs
above 3.0 s were excluded so that the obtained
indices would apply to the same data as were
depicted in Figure 6. Because of this data se-
lection criterion, the analysis targeted sequen-
tial dependencies at a level below that attrib-
utable to long pauses followed by responding
such as that exemplified by responding under
an FI schedule. The DRL window was se-
lected in order to examine the sequential de-
pendencies in the IRTs centering on the DRL
requirement. This provided the information in
behavior appropriate to the schedule (i.e., IRTs
; 20 s) at the expense of also indexing the
information provided by the tendency for many
of those IRTs to be followed by an IRT of
approximately 0.35 s. The whiskers at each
data point depict the uncertainty in the mea-
sure at that point. The algorithm was derived
from Shannon and Weaver (1962) by Shaw
(1984) and was implemented by Kessel (Pevey,
McDowell, & Kessel, in press).
As can be seen by noting the y axis scales

in the various frames of Figure 7, there was
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little sequential information in the IRT dis-
tributions. However, by expanding the y-axis
scale, the systematic changes in the sequential
information and the decay to entropy in the
sequential measure can be seen across the suc-

cessive lags depicted in each figure. To the
degree that it is reasonable to consider that any
information or sequential dependency remain-
ing after a lag of 100 was noise, then most
schedules were stochastic within a lag of 10
responses. The information stored in all but
the DRL schedule quickly dropped and
asymptoted at just below 0.02 bits of infor-
mation with increasing lags. In comparison,
the same analysis carried out on the output of
a logistics function [A(x) = 2.9x(1 - x)] (Stad-
don & Ettinger, 1989, p. 118) had just less
than 4 bits of stored information at a lag of 1
and 1.3 bits of information at asymptote.

Schedules with major events synchronized
to a constant number of responses (e.g., FR,
and to a lesser extent FI or even DRL) ex-

hibited small (<0.02 bits) but reliable excep-

tions across increasing lags, at multiples of the
number of responses in their respective IRIs.
Because only IRTs between 0.2 s and 3.0 s

were included in this analysis, changes in-
volving the PRP did not contribute to this ef-
fect. Careful examination of behavior under
the FR schedule showed a slight but consistent
drop in the mean IRT in the main band across

the first 10 or so responses in the ratio (as if
the timing of the behavior were at least partly
under the control of the motion involved, and
the bird moved slightly closer to the key). In
addition, the probability of a response with an

IRT in the first, second, or third subharmonic
increased across the last 10 or so responses in
the ratio. The stored information exhibited by
the behavior under the FI schedule showed a

somewhat similar dynamic based on the re-

sponse count. It appears that the increase at
Lag 40 was attributable to a regularity cor-

related with the number of responses in the
interval, whereas the peak at Lag 20 may have
been attributable to the shift to longer IRTs
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than those in the main band following a run
of about 20 responses, as previously noted. The
DRL schedule showed the greatest degree of
residual sequential dependency, with 0.12 bits
of information decreasing to approximately
0.04 bits across 15 lags. In addition to any
incommensurability caused by the necessary
differences in the analysis parameters because
of differences in the time scale of this behavior,
the stored information in the behavior under
the DRL schedule seems to be attributable to
the sequential structure in the behavior that
has been noted previously. In sum, all of the
above stored-information findings have their
greatest significance in demonstrating a rela-
tively small upper bound on the sequential
dependency in the behavior supported by these
reinforcement schedules. There was no indi-
cation of strong sequential organization be-
yond the relative minor dependencies already
apparent in the IRT*IRI and IRTn*IRTn_
figures.

Output Simulator
In order to understand better the nature of

the behavioral regularity underlying the pat-
terns obtained in Figures 5 and 6, a pigeon
was simulated with a computer algorithm. The
goal was to reproduce the IRT*IRI and IRTn*
IRTn_ figures for the behavior obtained under
the FI schedule. As a result, the simulator
addressed the dynamics of the behavior at
steady state but did not address the acquisition
of that behavior. The simulator's basic element
was a simple recurrent pulser. Observation of
the birds had indicated recurrent movements,
many of which occurred at the appropriate
time but did not operate the key. These were
not simply key contacts that failed to be re-
corded as a peck. Rather, they included very
small movements toward the key when a move-
ment of several centimeters would have been
necessary, pecking motions directed away from
the key, simple beak openings, and even body
motions totally unlike key pecks but that oc-
curred at the basic recurrent pulse time. The
simulator's basic pulse time was set to 0.35 s
(2.86 Hz) in order to coincide with the mean
of the main band exhibited by the bird under
the FI schedule. If plotted on the IRT*IRI
frame, the simulator's simple pulse output
would produce a horizontal row of dots across
the entire frame 0.35 s apart and 0.35 s above
the x axis.

The frequent, apparently random, absence
of a peck at some pulse times was simulated
by randomly deleting 35% of the pulses. This
value was selected to match the actual output
seen on the FI schedule. If plotted, the output
of the model then would produce horizontal
rows, one above the other, of dots across the
width of the frame at integer multiples of 0.35
s above the x axis. Gaussian noise with a stan-
dard deviation of 0.05 s was added to each
pulse in order to simulate variability and
thereby produce the bands apparent in the out-
put depicted in Figure 5, rather than simple
rows of dots. Again the values were chosen to
match roughly that which occurred under the
FI schedule. The PRP for each IRI was se-
lected from a Poisson distribution of times with
a mean selected to match the obtained data (27
s). This function is consistent with previous
work in this and other laboratories that has
demonstrated that behavior under fixed inter-
vals can be seen as the result of bipolar control
that splits at roughly the midpoint of the in-
terval. The initial half of the interval controls
avoidance or escape, whereas the final portion
controls approach (Palya & Bevins, 1990).

Figure 8 provides the data for the output of
the FI simulator and the output of the bird
maintained under the FI schedule. Both the
IRT*IRI and the IRTn*IRTn-I displays are
provided for each. There are strong similarities
in the frames. However, differences between
the bird and the simulator can be identified.
These are especially apparent in the respond-
ing with very short IRTs below the main band,
which occurred in the bird but was not in-
cluded in the simulator. A second difference
was that the bird exhibited a decrease in re-
sponding in the main band in the final portion
of the interval. The information carried for-
ward for the simulator was relatively constant
at 0.003 bits across all 100 lags. The difference
between this (0.003 bits) and the asymptotic
limit for the birds themselves (0.02 bits) is an
indication of the difference between a random
number generator and the behavior of birds
under schedules.

DISCUSSION
The initial purpose of the present research

was to characterize the dynamics or residual
variability maintained by "simple" contingen-
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cies of reinforcement. An extensive archival
data base on the variability chronically main-
tained by simple schedules was generated; the
most notable finding was the clear recurrent
responding at somewhat less than 3 Hz in
eve'ry bird, even after extended exposure to the
schedules and regardless of their individual
contingencies. There did not appear to be any
strong sequential dependencies in this recur-
rent responding, and no nonlinear dynamical
descriptor for the band-to-band transitions was
identified.

In spite of the considerable progress that
has been made since 1938 in understanding

the determinants of behavior change, the pres-
ent results draw attention to several analytical
traditions. The results indicated that there re-
main substantial changes in the mean value of
some dependent measures even after hundreds
of sessions of exposure to the contingencies.
Simply taking the mean of 5 or 10 sessions at
some point in the exposure would not neces-
sarily have resulted in a "true score." This
variability, in light of the increasing impor-
tance of detailed quantitative comparisons, ar-

gues for an examination of the criterion used
to select commensurable measures of behavior.
If both extended exposure and initial exposure
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produce erroneous five-session means, then the
best window within which true scores can be
obtained should be identified. Second, the ses-
sion-to-session and trial-to-trial variability, ir-
respective of long-term shifts in the mean value,
was sufficient to warrant more theoretical at-
tention. The reliance on point estimates in the
face of the demonstrated magnitude of per-
vasive chronic variation may not be the most
productive technique.
As a minimum, determination of the ap-

propriate characterization of the processes un-
derlying that variability offers the opportunity
for better prediction. The chronic variability
and the erratic but nonrandom behavioral os-
cillations that showed independence of scale
(both trial to trial, as well as session to session)
are common indicators of an underlying non-
linear or chaotic process. The present research
attempted to develop a nonlinear mechanism
for the obtained variability that also had suf-
ficient paradigmatic and observational sup-
port; unfortunately, one did not emerge. It re-
mains possible that the persistence in the
variability with increasing experience can be
attributed, after the fact, to any number of
processes such as nonlinear dynamics (or even
evolutionary utility, or errors in perception or
memory), but it is not predicted adequately.
The experimental analysis of behavior is

primarily focused on the functional analysis of
behavior. The goal of research is to specify
how behavior changes as a function of changes
in the contingencies of reinforcement. The
cause of behavior change is seen as a change
in the consequence of that behavior. Behavior
analysis is also often concerned with the change
in a molar variable, such as mean rate, to the
exclusion of its underlying structural compo-
nents. The goal of a structural analysis, on the
other hand, is to determine what constituent
changes in the fine structure of behavior pro-
duced the changes observed in the more molar
variable. If those underlying structural changes
are homogeneous and reflect nothing more than
changes in the molar behavior, then a struc-
tural analysis would add nothing to a func-
tional analysis. A structural analysis would
also be irrelevant if molar predictions were
correct and were the only research goal. The
fact is, however, that the existing predictive
system is incomplete, structural explanations
are often advanced for molar behavior, and
there are discontinuities in the fine structure

of behavior. Therefore, an understanding of
the structural determinants of molar behavior
change offers an opportunity for better pre-
diction, as well as a more complete paradig-
matic context.

Figure 5 provides a clear illustration of re-
current responding. This aspect of the behav-
ior was pervasive. It was basically unchanged
across the interreinforcement interval, across
schedules, and across individuals. The "effect"
to "noise" ratio was very large. The banding
could be seen easily with the unaided eye. A
large proportion of the pecks fell on a band or
subharmonic, and a large proportion of the
rate was determined by the behavior occurring
in the first few bands. In addition, the results
obtained in the present research were well cor-
roborated. Similar findings have been pre-
sented earlier (Blough, 1963; Gentry, Weiss,
& Laties, 1983); the phenomenon has been
postulated or used in theoretical explanations
(DeCasper & Zeiler, 1977; Nevin & Baum,
1980; Silberberg & Ziriax, 1982); a simulator
based on a recurrent pulser produced output
very similar to that obtained from a pigeon;
the direct measurement of ancillary behavior
in pigeons has indicated recurrent head move-
ments (Pear, Rector, & Legris, 1982) or re-
current gaping (Allan, in press) that coincide
with a basic pulse rate of just less than 3 Hz;
and recurrent responding occurs across differ-
ent types of behavior (e.g., head bobbing and
wing flapping) and across species (e.g., licking
in rats and scratching in dogs).

This paper was narrowly focused in that it
considered only pigeons, only key pecking, and
only simple contingencies. This is a small sub-
set of all possible operant behavior. With dif-
ferent organisms or other types of behavior, it
is likely that structures other than recurrent
responding at about 3 Hz would develop. In
addition, contingencies that reinforce partic-
ular IRTs (e.g., Galbicka & Platt, 1986;
Shimp, 1968) would be expected to control
different distributions of responding. This is
especially the case if IRTs of more than a few
seconds are selected. Informal observation dur-
ing the present research indicated periods of
key-directed behavior, during which pecks at
multiples of the base rate occurred, or other
periods during which nonrecurrent, non-key-
directed behavior (such as turning around or
simply sitting) occurred. The implication of
this observation is that although changes in the
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duration of short IRTs would require changes
in the pattern within a recurrent bout, changes
in long IRTs also may be effected by rein-
forcing some non-key-directed behavior. Be-
cause the obtained recurrent behavior was
shown to be an important factor only in key
pecking in pigeons and only when no system-
atic contingency reinforcing long IRTs was in
place, it is possible to argue that that behavior
is unrepresentative of behavior in general. It
should be noted, however, that those are pre-
cisely the conditions describing the vast ma-
jority of the knowledge base generated by op-
erant research.
Any aspect of pecking as pervasive as the

obtained recurrent pattern is clearly a critical
element of that operant. Even if it were argued
that only the emergent properties of units con-
taining many discrete responses over many sec-
onds were of interest, it would be valuable to
understand recurrent behavior because an op-
portunity would exist to provide a more sys-
tematic paradigmatic framework for that mo-
lar conceptualization of behavior. The present
concern is therefore with the potential to ad-
vance the analysis of operant behavior offered
by a better understanding of recurrent behav-
ior. A necessary element in resolving the na-
ture of recurrent responding is the determi-
nation of the degree to which aspects of that
behavior are susceptible to environmental
changes and, in particular, their sensitivity to
differential consequences. Those aspects of the
behavior that are virtually immutable are the
fundamental units of the structural analysis of
the operant. They also provide a platform to
study other classes of determinants or other
processes, such as central pattern generators
(Szekely, 1968) and automatic processes
(Schneider & Shiffrin, 1977; Shiffrin &
Schneider, 1977). Structural regularities have
already been shown to be a powerful baseline
for the identification of toxicosis (Weiss, Ziri-
ax, & Newland, 1989).

It is clear that different schedules control
different patterns of molar behavior. It is
equally clear that many of the temporal di-
mensions of recurrent responding are constant.
It appears, therefore, that different contingen-
cies control different types of behavior by con-
trolling whether an effective operant will occur
at a recurrent pulse time or by the disengage-
ment of the key-directed behavior altogether.
If that is the case, then a simple metric is

available with which to specify the functional
relationships characterizing schedule-con-
trolled behavior in terms of structural units.
It may be that behavior is more predictable as
a function of recurrent responding run length
than the actual number of effective key op-
erations. Second, it may be possible to develop
laws that relate underlying structural elements
in general to molar behavior change in general.
This could simplify a subset of the predictive
rules to those provided in terms of structural
units. This has the potential of providing gen-
erality across species and across levels of mo-
larity. Finally, if the equation specifying
whether an effective response occurs at a par-
ticular pulse time is nonlinear, then modeling
that process may be critical to the productive
modeling of the entire system.
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